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Abstract—Countless challenges in engineering require the intelligent combining (aka fusion) of data or information from multiple sources. The Choquet integral (ChI), a parametric aggregation function, is a well-known tool for multi-source fusion, where source refers to sensors, humans and/or algorithms. In particular, a selling point of the ChI is its ability to model and subsequently exploit rich interactions between inputs. For a task with \( N \) inputs, the ChI has \( 2^N \) interaction variables. Therefore, the ChI becomes intractable quickly in terms of storage and its data-driven learning. Herein, we study the properties of an efficient to store, compute, and ultimately optimize version of the ChI based on a binary fuzzy measure (BFM). The BFM is further motivated by empirical observations in the areas of multi-sensor fusion and hyperspectral image processing. Herein, we provide a deeper understanding of the inner workings, capabilities and underlying philosophy of a BFM ChI (BChI). We also prove that two fuzzy integrals, the ChI and the Sugeno integral, are equivalent for a BFM. Furthermore, only a small subset of BFM variables need be stored, which reduces the BChI to a relatively simple look up operation.
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I. INTRODUCTION

Engineering applications like Big Data, remote sensing, unmanned vehicles, robotics, signal and image processing, and machine learning, to name a few, all have something in common. They all typically require the intelligent combining (aka fusion) of multiple sources. Here, the term source is used to refer to the “generator” of data or information, e.g., sensors, humans and/or algorithms. In general, the idea of fusion is to obtain a “better” result than if we only used the individual inputs. However, better is not a well defined concept. In some applications, better might mean taking a set of inputs and reducing them into a single result that can be more efficiently or effectively used for visualization. Better could also refer to obtaining more desirable properties such as higher information content or lower conflict. In areas like machine learning and pattern recognition, theories that power the majority of engineering applications mentioned above, better often refers to some desirable property like more robust and generalizable solutions (e.g., classifiers). Regardless of the task at hand or the particular application, fusion is a core tool at the heart of numerous modern scientific thrusts.

 Whereas the implications of this article are far reaching, we narrow its vision and scope, without loss of generality, to the particular problem of multi-sensor fusion. It is practically impossible nowadays to provide an unbiased and comprehensive review of multi-sensor fusion as there have been a massive number of publications on this topic ranging from correspondence to aggregation mathematics, various types of uncertainty, missing data, tracking, and numerous other factors. A recent review is [1]. Multi-sensor fusion is also challenging to summarize because when multiple sensors are operating in different portions of the electromagnetic spectrum important domain information is relevant related to the physics of the sensors, phenomena (e.g., objects), environments and environmental conditions that they are operating in. Herein, we focus on the underlying set of mathematics that enable fusion across this broad spectrum of challenges. In general, an aggregation operator \( f \) is a mapping that can take different forms (branches of mathematics). Usually, its a mapping of data (e.g., sensor measurements) from \( N \) inputs, \( X = \{ x_1, ..., x_N \} \), to a single result, i.e., \( f(h(x_1), ..., h(x_i), ..., h(x_N)) \in \mathbb{R} \), where \( h(x_i) \) is the data provided by input \( x_i \). An introductory aggregation function text and guide for practitioners is [2].

Herein, we focus on the Choquet integral (ChI) [3]–[6], a well-known and demonstrated parametric function for data and information fusion. The ChI is a generator function that is parametrized by the so-called fuzzy measure (FM), a monotone and normal capacity. Once the FM has been determined, either by an expert or learned from data, the ChI turns into a specific aggregation operator, e.g., a linear combination of order statistics (LCOS) [7]. The ChI has been used for numerous applications, to name a few: humanitarian demining [8], computer vision [7], pattern recognition [9]–[13], multi-criteria decision making [14], [15], control theory [16], and multiple kernel learning [8], [17]–[20]. Different approaches exist to learn the FM from data, e.g., [17], [21]–[26].

In this article, we have two primary motives. The first is an application driven one. In [27], we studied the
task of learning a CHI fusion for binary decision making problems, e.g., target versus non-target classification, relative to uncertainty in the labeling of training data. Our approach was to extend the CHI via multiple instance learning (MIL). Results were demonstrated for the fusion of multi-classifiers from one or more sensors relative to explosive hazard detection (EHD) for humanitarian demining and the fusion of RX detectors for hyperspectral image processing. In particular, we observed that the data learned CHI solutions almost always preferred answers that had FM variables in (or approximately) \{0, 1\} versus a more arbitrary expected number on the standard \[0, 1\] FM interval. An advantage is that learning the \(2^N\) FM variables on \{0, 1\} is a drastically simpler problem than learning on \([0, 1]\). This leads us to our second motivation. It is not only difficult to learn on \([0, 1]^{2^N}\) versus \([0, 1]^{2^N}\), but it is also a naturally intractable problem. Meaning, even for relatively small \(N\) it can be a game stopper. Therefore, we are interested in multi-source problems that utilize a \{0, 1\} versus \([0, 1]\) variable range since it is efficient to store only the one-valued terms and the CHI can easily be computed via a look up table on the fly.

Herein, we put forth the following contributions. First, we investigate a binary FM (BFM). Second, we define and study a BFM CHI (BChI). Third, we prove that for a BFM, two well-known fuzzy integrals (FIs), the Sugeno integral (SI) and CHI, are equivalent and therefore selection of integral is irrelevant. Fourth, we explain the underlying aggregation philosophy for a BChI, a procedure we call the “best pessimistic agreement”. Last, we show that only a small subset of one-valued variables need be stored, which leads to an efficient to store, learn and simple to compute via a look up table version of the CHI.

The remainder of this article is organized as such. In Section II we summarize the FM and CHI. Section III is an alternative way to think about the CHI. Section IV describes a BFM and Section V outlines the BChI. Next, a semantic description of the BChI is provided (Section VI), followed by BChI memory savings (Section VII) and a fast way to calculate the BChI (Section VIII).

II. Choquet Integral (CHI)

The reader can refer to [6] for a recent survey and description of theory, applications and important extensions of the fuzzy integral (FI) [3]. Let \(X = \{x_1, x_2, \ldots, x_N\}\) be a set of \(N\) inputs, e.g., two radar systems and an infrared sensor. A FM is a monotonic function defined on the power set of \(X\), \(2^X\), as \(\mu : 2^X \rightarrow \mathbb{R}\) that satisfies the following two properties: (i) boundary condition, \(\mu(\emptyset) = 0\) and \(\mu(X) > 0\) and (ii) monotonicity property, if \(A, B \subseteq X\) and \(A \subseteq B\), then \(\mu(A) \leq \mu(B)\). Often an additional constraint is imposed on the FM to limit the upper bound to 1, i.e., \(\mu(X) = 1\). Figure 1 is an illustration of the FM. FM variables of different cardinality are displayed with different colors.

Let \(h(x_i)\) be the data/information, e.g., sensor measure-
cases of a BFM which we investigate later, and walks result in different aggregations per input value sort.

IV. BINARY FUZZY MEASURE (BFM)

A BFM is trivial, it is a restriction of $\mu \in \{0, 1\}$ instead of $\mu \in [0, 1]$. While simple, a BFM has big implications. As already discussed, it simplifies the space for data-driven optimization, $\{0, 1\}^2$ versus $[0, 1]^2$, and it often leads to more compact solutions. When the FM is allowed to take any value in $[0, 1]$, we must generally store all variables. However, if we work with a BFM then naturally a number of these values, the exact number of depends on the target FM, are zero. Instead of storing all $2^N - 2$ variables (since $\mu(0) = 0$ and $\mu(X) = 1$), we can instead record just one-valued variables (which leads to savings in terms of storage). Figure (3) shows an example BFM.

V. BFM CHOQUET INTEGRAL (BChI)

Mathematically speaking, a binary ChI (BChI) is Equation (1). There is nothing new. However, what is interesting is what happens as a result of using a BFM. We can expand Equation (1) and observe the following (due to the monotonicity property of the FM).

$\int h \circ \mu = \sum_{i=1}^{N} h(x_{\pi(i)}) [\mu(A_i) - \mu(A_{i-1})]
\quad = \left( \sum_{i=1}^{n_i} h(x_{\pi(i)}) [0 - 0] \right)
+ h(x_{\pi(n_i+1)}) [1 - 0]
+ \left( \sum_{i=n_i+1+2}^{N} h(x_{\pi(i)}) [1 - 1] \right),$

where $n_i$ is the number of inputs whose corresponding $\mu(A_i)$ terms are zero, $h(x_{\pi(n_i+1)})$ is the first term with $\mu(A_{n_i+1}) = 1$ and the remaining set are all one-valued as well. Note, without loss of generality, we partitioned the sum up as such, however we are more than aware that the first term may have an empty number of terms if $\mu(A_1) = 1$. What is important to note here is that due to monotonicity, a BFM will result in zero to $N - 1$ $(0 - 0)$ terms, a single $(1 - 0)$ weight and anywhere from zero to $N - 1$ $(1 - 1)$ weights. Thus, only one weight is one and all other weights are zero, resulting in the selection of a single input value, $h(x_{\pi(n_i+1)})$.

This leads us to Proposition 1. However, we first review the definition of the Sugeno integral (SI) [3],

$\int_S h \circ \mu = S_{\mu}(h) = \sum_{i=1}^{N} h(x_{\pi(i)}) \land \mu(A_i),
(2)$

where $\lor$ is the maximum operator and $\land$ is the minimum operator. However, these two operators, a $t$-conorm and $t$-norm can, and have, been extended beyond the scope of minimum and maximum. The SI and ChI are both $\mathcal{F}$s. We will not go into full depth here about similarities and differences between the two integrals. The reader can see [5] for more details. In general, the ChI is desirable because of factors such as; it does not use the minimum and maximum operators and is differentiable (a property that has been exploited before in data-driven learning), for an additive (probability) measure one recovers the classical Lebesgue integral, etc.

**Proposition 1:** The ChI and SI are equal for a BFM.

**Proof:** This proof is trivial. As already noted, the BChI has a single non-zero weight and we get $h(x_{\pi(n_i+1)})$. When it comes to the SI, we take the minimum of each $h(x_{\pi(i)})$ with their $\mu(A_i)$. The SI can be expanded as such,

$\int_S h \circ \mu = \sum_{i=1}^{N} (h(x_{\pi(i)}) \land \mu(A_i)),
\quad = (h(x_{\pi(1)}) \lor 0) \lor (h(x_{\pi(2)}) \lor 0) \lor ...
\lor (h(x_{\pi(n_i+1)}) \lor 1)
\lor ((h(x_{\pi(n_i+2)}) \lor 1) \lor ... \lor (h(x_{\pi(N)}) \lor 1)),
$
In this section, we explore what the BChI is doing in terms of underlying data/information aggregation philosophy. The BChI breaks down into the following steps.

1) Sort the input values from largest to smallest, i.e.,
$$h(x_{\pi(1)}) \geq \ldots \geq h(x_{\pi(N)}).$$
2) Find the smallest $i$ such that $\mu(A_i) = 1$.
3) Return $h(x_{\pi(i)})$.

Figure (4) is an illustration of the BChI. Note, the $h$ values are sorted in decreasing order and $g$ is monotonic. In addition, we can describe what the BChI is doing in a few (be it equivalent) ways.

**Interpretation 1:** The BChI is looking for the first $A_i$ (i.e., smallest $i$), relative to the $h$ sort, that has non-zero “worth” (FM value). The result is the “best pessimistic agreement” with respect to $h$ and $\mu$.

**Interpretation 2:** Another way to think about the BChI is the following. Each BFM variable that is equal to zero indicates a more-or-less do not care condition. Meaning, the input by itself should not be considered, more input (evidence) is needed before we are willing to make a decision. However, BFM variables equal to one indicate a group of inputs is worth considering. Specifically, they all agree at least as much as their minimum value.

**Interpretation 3:** We can also talk about the BChI in terms of a lattice walk. The $N+1$ variables in a walk (the constants, i.e., non-$h$ terms, in the BChI) are a monotonic sequence of zeros followed by ones. Once we reach the first one value we take the minimum input for that set. Conversely, it is the maximum of all the inputs with corresponding BFM value one.

**Example 1:** As already stated, the focus of this article is the underlying mathematics of aggregation that are used by applications like multi-sensor fusion. For conceptual sake, consider a problem that requires interrogation in three different parts of the electromagnetic (EM) spectrum. For example, assume we have a task where $x_1$ is Radar, $x_2$ is infrared (IR) and $x_3$ is EM induction (EMI) for the handheld detection of buried explosive hazards in humanitarian demining [28], [29]. However, the following applies to any $N$ different spectral bands in a hyperspectral sensor or combination of single spectral band sensors in different parts of EM. Next, let there be one, for simplicity sake, respective algorithm on each of the above three sensors (GPR, IR and EMI) and let each sensor produce an output indicating target (value one) or non-target (value zero). The algorithms can be a binary decision, $\{0, 1\}$, or a $[0, 1]$ value generated by a probabilistic support vector machine, Bayes decision theoretic classifier, or any other number of countless pattern recognition or machine learning algorithms. Assume we already have our BFM—i.e., it was specified by an expert or learned from data (using any of the methods referenced in Section I). Let the BFM be $\mu(x_1) = \mu(x_2) = \mu(x_3) = 0$ (no source is fully trustworthy by itself) and $\mu(\{x_2, x_3\}) = 0$. Let all other variables be value one. Now, consider a particular set of inputs be $h(x_1) = 0.8$, $h(x_2) = 0.5$ and $h(x_3) = 0.01$. The BChI assigns a value of 0.5 because when Radar is the highest value we require input and confirmation from IR (and disregard EMI). However, for an input of $h(x_3) = 1$, $h(x_2) = 0.9$ and $h(x_1) = 0.01$, the BChI gives us a value of 0.01 because our BFM (relative to the ChI) informs us that when EMI has the strongest detection and IR is next, we need confirmation from all three sensors. The point is, the BFM, relative to the BChI, encodes a wealth of aggregation information across different walks about a particular task at hand.

**VI. WHAT IS THE BChI REALLY DOING?**

In Section V, we discussed that for a BFM only one-valued terms need be stored. This can lead to big memory savings as there are otherwise $2^N - 2$ non-constant variables. For a relatively small problem with 10 inputs we already have 1,022 variables. For 20 inputs, we have 1,048,574 variables. However, if a problem has a good number of one values in the lower layers of the lattice then savings diminish. This cannot be predicted, the exact amount of savings, in general. Each problem likely requires a different aggregation operator and therefore measure. Thus, the amount of savings depends on the problem at hand.

**VII. COMPRESSION OF BFM FOR BChI**

In Section V, we discussed that for a BFM only one-valued terms need be stored. This can lead to big memory savings as there are otherwise $2^N - 2$ non-constant variables. For a relatively small problem with 10 inputs we already have 1,022 variables. For 20 inputs, we have 1,048,574 variables. However, if a problem has a good number of one values in the lower layers of the lattice then savings diminish. This cannot be predicted, the exact amount of savings, in general. Each problem likely requires a different aggregation operator and therefore measure. Thus, the amount of savings depends on the problem at hand.
Fig. 5. Example BChI link list data structure corresponding to Figure (3). The first step is to sort the inputs. Next, we start at the black node and move the direction of the largest input variable. If we ever encounter a “gray” (terminal node) then we take the minimum of the set of numbers up to that point. Otherwise, we keep following edges with respect to our sorting order until we hit a terminal node.

However, Figure (3) reveals a further savings. Variables shown in white (call it set $W \in 2^X$) are all zero-valued BFM terms. Values in gray (call it set $G \in 2^X$) are one-valued BFM terms that have at least input (all subsets if we remove one element) with value zero. Values in black (set $B \in 2^X$) are one-valued BFM terms whose entire input set are one-valued. It is trivial to show that $2^X = W \cup G \cup B$ and $W \cap G = W \cap B = G \cap B = \emptyset$. Furthermore, $G$ creates a partitioning between otherwise uninformative zero and one valued variables. What this means is, we have redundancy and given $G$ we can perfectly reconstruct the entire BFM. Furthermore, $G$ will often in practice be $|G| \ll |B \cup G \cup W|$. The take away is, one can identify and just store $G$ and perform the BChI.

VIII. BChI DATA STRUCTURE

The ChI is typically calculated with respect to Equation (1), which has $N$ subtractions and $N$ multiplications and $N-1$ additions. Alternatively, we can pre-compute all differences in $\mu$ variables (if storage is not an issue), which leads to only $N$ multiplications and $N-1$ additions.

For the BChI, one option is to store the reduced set $G$ and on the fly, post sorting of our inputs, identify the corresponding term in $G$ and take the minimum of that set. There are a number of algorithms that can be employed. A computationally efficient, but possibly not the most memory efficient, scheme is to use a link list data structure. At most, we would take $N$ “steps” (traversals) in such a data structure (but likely far less on average). Figure (5) is an example for the BFM in Figure (3).

IX. CONCLUSION AND FUTURE WORK

In summary, the focus of this article is the underlying mathematics of data and information fusion. The tool selected is the Choquet integral (ChI), a flexible parametric aggregation function that morphs into a class of aggregation operators based on specification of the fuzzy measure (FM), a normal and monotone capacity.

In practice, the FM is specified by an expert or learned by data. However, tractability (both in learning but also memory storage) of the FM, and therefore the ChI, is of concern. In addition, applications like our discussed multiple instance learning ChI for binary target detection in multi-sensor systems (e.g., humanitarian demining and hyperspectral image processing) often learns or naturally prefers what we call a binary FM (BFM). Herein, we studied a BFM ChI (BChI). We discovered that a BFM renders the Sugeno integral (SI) and ChI equal, which is not often the case, and the underlying aggregation philosophy is the “best pessimistic agreement”. We also observed that drastically fewer BFM variables need be stored and the BChI is nothing more than a simple look up strategy via some scheme like a link list data structure. Overall, we encounter both memory and computational savings. Last, learning a BFM is a much simpler task as the space is $\{0, 1\}^{2^N}$ versus $\{0, 1\}^{2^{|G|}}$.

Whereas the ChI is already a well-demonstrated theory for fusion, in future work we will explore the empirical benefits of using the proposed BChI for data-driven learning, ChI compression and efficient calculation in the context of specific applications for multi-sensor fusion.
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