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Abstract—In image processing and computer vision, significant progress has been made in feature learning for exploiting important cues in data that elude non-learned features. While the field of deep learning has demonstrated state-of-the-art performance, the Evolution-COconstructed (ECO) work of Lillywhite et. al has the advantage of interpretability, and it does not pre-dispose the solution to one of convolution. This paper presents a novel approach for extending the ECO framework. We achieve this through two overarching ideas. First, we address a potential major shortcoming of ECO features— the “features” themselves. The so-called ECO features are simply a transformed image that has been unrolled into a large one dimensional vector. We propose employing feature descriptors to extract pertinent information from the ECO imagery. Furthermore, it is our hypothesis that there exists a unique set of transforms for each feature descriptor used on a given problem domain that leads to the descriptors extracting maximal discriminative information. Second, we introduce constraints on each individual’s chromosome to ensure population diversity. This is a major potential shortcoming. For one, this framework has a incredibly massive search space. Referring to [1], a total of 27 image transforms where available, with all but 6 having at least one parameter associated with it (one had as many as 6!). Additionally, there are four parameters used to select sub-regions in which the transforms were to be performed on. It is rather easy to recognize that this search space is incredibly large and very likely to get stuck searching only a relatively small portion of the space if no specialized diversity promoting method is implemented. Thus, we introduce constraints on each individual’s chromosome to ensure population diversity.

We do acknowledge that in [1], speciation was implemented with the intention of obtaining a diverse solution. Therein, speciation was incorporated by learning ECO features in multiple small population sizes rather than using one large population. For further details on their implementation, we refer the reader to [1].

The remainder of this paper is organized as follows. In Section II, we put forth our improved ECO (iECO) framework. Specifically, we present a detailed discussion of our approach to using feature descriptors in Section II-A, and we formally introduce the diversity promoting constraints for the GA in Section II-B. An analysis of our proposed iECO framework is presented in Section III. Finally, we conclude this paper and provide insight to our future work in Section IV.

II. iECO Framework

We begin this section with a brief overview of the ECO features framework (for a detailed discussion, we refer the
reader to [1]). The ECO features framework is an interesting method for approaching object recognition. It attempts to fully automate the process of feature construction (to an extent– if we are being sensitive, we could argue that potential solutions were imposed through the selection of transforms made available to the learner in addition to the assumption that this is the best way to recognize discriminative information from imagery). This is achieved using a GA to learn a series of image transforms and the region in the imagery that is best suited for such an ordering of transforms. In regards to our work, the image transforms that are available to the GA, their number of free parameters, and their gene identifier is shown in Table I.

<table>
<thead>
<tr>
<th>Table I. List of Image Transforms Available to the GA, Their Number of Free Parameters, and a Gene Identifier for Each Transform.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gene ID</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>16</td>
</tr>
<tr>
<td>17</td>
</tr>
<tr>
<td>18</td>
</tr>
<tr>
<td>19</td>
</tr>
</tbody>
</table>

Table II is the notation used hereafter.

<table>
<thead>
<tr>
<th>Table II. List of Notation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mathcal{T})</td>
</tr>
<tr>
<td>(T_i)</td>
</tr>
<tr>
<td>(\phi_i)</td>
</tr>
<tr>
<td>(N)</td>
</tr>
<tr>
<td>(F)</td>
</tr>
<tr>
<td>(\pi_j)</td>
</tr>
<tr>
<td>(n_j)</td>
</tr>
<tr>
<td>(p_c)</td>
</tr>
<tr>
<td>(p_m)</td>
</tr>
<tr>
<td>(\Theta)</td>
</tr>
<tr>
<td>(f)</td>
</tr>
<tr>
<td>(F_j)</td>
</tr>
</tbody>
</table>

As in the ECO framework, iECO allows individuals chromosome’s be of variable length. Herein, a chromosome is the segment of genes (i.e., series of image transforms) that represents a potential solution to the optimization task at hand. It is important to note that the ordering of genes does matter. Dilating an image followed by a distance transform will produce a different output than if conducted in the reverse order. In [1], the maximum allowed chromosome length was limited to 8 and this convention is also used for this work. Furthermore, ECO allows sub-regions of the image to be learned (if desired, as stated in [1], this is not required). For this work, experiments are performed on a data set composed of image chips that have been identified by a pre-screener as regions of interest (we refer the reader to [2], [3] for details). The image chips are sub-regions of the original image, this is one factor that lead us to designing iECO to be performed on the “entire” image. Thus, the resultant transformed image produced by an individual will be the same size as the original image chip. Adaboost and perceptron are implemented in [1] (and herein) to combine chromosomes and formulate a fitness score for each individual. As in [1], the fitness score is computed as

\[
F = \frac{tp \ast 500}{tp + fn} + \frac{tn \ast 500}{tn + fp},
\]

where \(tp\), \(tn\), \(fp\), and \(fn\) is the number of true positives, true negatives, false positives, and false negatives, respectively. Therefore, the fitness score will be an integer value in the range \([0, 1000]\), with higher values being better.

A. Unique Feature Descriptor Approach

The iECO framework first advances the ECO features framework by using the ECO pipeline as a preprocessing stage, followed by the use of well known feature descriptors. The benefits of doing this are many. For one, feature descriptors have been heavily studied by the computer vision community, and many are founded on robust statistical properties. Furthermore, feature descriptors can be more easily interpreted than the ECO features. This is desirable as it allows more knowledge to be gained about a given problem and potentially further advanced. Additionally, there are a number of methods put forth that preserve the spatial context in imagery, resulting in localization of the features extracted (e.g., deploying feature descriptors on each cell/patch of an image partitioned in a cell-structured configuration– see [4] for an example). We expect the ECO framework to be highly susceptible to data sets in which there is much variation. Meaning, the bulk of imagery in the data sets used in [1] are centered on the object of interest. The ECO features learn specific sub-regions in the imagery; what happens when a new instance comes in where the object of interest is in the upper-left corner of the image, i.e., not exactly where the ECO feature is focused. Our conjecture is that it would fail miserably under such scenarios.

Beyond replacing ECO features with feature descriptors, and perhaps the more novel aspect of this method, is the ideology that different feature descriptors require different transforms to enable their full potential in extracting pertinent information. Herein, we propose that one should learn the series of image transforms, \(\mathcal{T}\), that gives a particular feature descriptor the best chance at capturing discriminative information for the given domain’s problem. That is, different feature descriptors represent information differently. As a result, each requires a unique \(\mathcal{T}\) such that the data is best presented to the descriptor for it to exploit its unique method of extracting discriminative features. It is important to emphasize that the learning of \(\mathcal{T}\) and their parameters is done for each feature descriptor being used. Algorithm 1 summarizes this process.

The need for such an approach is further supported when looking at the transformed imagery that was learned for the different feature descriptors used herein. First, we briefly mention these feature descriptors. Three different descriptors were
implemented: histogram of oriented gradients (HOG) [5], [6], [7], edge histogram descriptor (EHD) [8],[9], and a statistical-based descriptor (SD). The SD is a simple descriptor we put forth and is composed of the following: local mean, standard deviation, kurtosis, and $L_2$-Norm, and the difference between the local values and their corresponding global value. Here, “local” refers to each cell of the cell-structured configuration.

Figure 1 provides an example of each feature descriptor’s resulting transformed image for an instance of the data set in which a target, i.e., object of interest, is present. In Fig. 1, it is quite obvious that each feature descriptor has a unique $T$ that is preferred by the descriptors for extracting features on this domain. It is important to stress that the learned $T$ is problem domain dependent. That is, when moving from one problem domain to the next, $T$ should be re-learned so that it is optimized for that domain.

![Original SD HOG EHD](image)

**Algorithm 1** Learn $T$ for each feature descriptor.

```
for each feature descriptor, $f_i$, do
  Create and initialize population;
  while stopping condition not true do
    for each individual, $x_j$, $j = (1, 2, \ldots , N)$ do
      for each training image, $I_k$, do
        Process $I_k$ with $T_j$;
        Compute $f_i$ on transformed image;
      end for
      Train perceptron;
      for each image in holding set do
        Process image with $T_j$;
        Compute $f_i$ on transformed image;
      end for
      Compute and assign fitness score for $x_j$;
    end for
  end while
end for
```

At this point, we have discussed the portion of our iECO features framework that advances ECO features in two ways. One, feature descriptors are used instead of the ECO features, which (ECO features) are an unrolled image patch that has undergone a series of learned image transforms. And second, we propose a novel ideology to approaching feature descriptors for object recognition: condition the original data (through learned image transforms) for each feature descriptor. This allows each descriptor to extract better features, i.e., they are more discriminative. Now, we will discuss our approach to ensuring that a diverse population is maintained throughout the lifetime of the GA through the implementation of constraints.

### B. GA: Diversity Promoting Constraints

The importance of GAs having a diverse population has been well documented by the Evolutionary Computing community [10], [11], [12], [13]. First and foremost, a diverse population indicates that much of the search space is being explored. It is rather intuitive to realize that less diversity within a population will result in more regions of the search space being neglected. In standard GAs, mutation, which has a (typically low) probability of occurring, is the component that aims to add diversity to a population. However, the ECO search space is a rather unique and large optimization problem. Mutation alone is very unlikely to result in an adequate exploration by the population, i.e., pre-mature convergence to a sub-optimal solution is highly probable. As a result, a sophisticated approach needs to be incorporated into the GA for the search space to be more sufficiently explored.

Herein, we introduce diversity promoting constraints that attempt to consider the uniqueness and complexity of the ECO’s search space. Two main questions were considered when designing constraints for this problem.

1) **How much gene overlap allowed between individuals?:**

Further complicating this problem, the solution must be mindful of the path traversed, i.e., the ordering of the genes used that composes the individual. An illustration is provided in Fig. 2 to help with understanding. Additionally, there should be some amount of gene overlap allowed within the population so as to give regions of the space a fair chance to be adequately explored. This is illustrated in Fig. 3.

![Fig. 2. Illustrating the reason that the diversity promoting constraints need to account for gene ordering.](image)

![Fig. 3. Showing the need to allow some amount of gene overlap to occur.](image)
by removal of the latter occurrence? Perhaps some middle-ground would be better, such as taking the mean between the repeated genes parameter values.

Considering the questions above, we propose the following solution. Designing a set of diversity promoting constraints, $\Theta$ that define what percentage of the population is allowed overlapping genes at each layer of the individual’s gene segment. For example, say that the maximum number of genes any one individual can have is 4. Then $\Theta$ would be a vector of length four, with the value at each index representing the population percentage that is allowed to overlap at the corresponding gene layer. It is important to understand that the constraint at the $i^{th}$ layer of the gene segment is with respect to the sub-population in which all gene types (i.e., same image transform, not required to also have the same parameters) leading up to the $i^{th}$ layer are the same. Figure 4 provides a graphical illustration to help with the understanding of this concept.

Next, we address the issue of having the same gene occur back-to-back in $T$. As noted above, we believe that such a scenario is undesirable for most applications of this framework. For example, what sense does it make to take a rank transform twice, one right after the other? Additionally, repetitive genes in this manner increases the computational complexity of the system as a consequence of the unnecessary image transforms. In this work, we combat this by collapsing down consecutive uses of the same gene type. That is, if any particular gene occurs two or more times, consecutively, only the first occurrence is retained and the remaining consecutive genes of that type are removed. This results in the iECO framework also having the benefit of improving the efficiency of what is already a computationally expensive (ECO) system.

III. Experiments

To assess the impact of the proposed iECO features framework, a comparative analysis between it and the original ECO features framework is given. This is done in the following two ways: 1) population diversity (Section III-A), and 2) system performance expressed by Receiver Operating Characteristic (ROC) curves (Section III-C). Additionally, we show that learning a unique $T$ for each descriptor is both beneficial and necessary (Section III-B). Experiments are performed using the following set of parameters (which were empirically defined, but will be the subject of future work):

- $\tau$: 50 iterations
- $N$: 50
- $\max_n$: 8
- $p_i$: 95%
- $p_m$: 2%
- $\Theta$: $[0.15, 0.9, 0.8, 0.9, 0.8, 0.9, 0.7, 0.0]$

A. Experimental Analysis: Population Diversity

Table III is provided to help the reader realize how little diversity is achieved under the original ECO features framework, and is interpreted as follows. In the same manner as that in Fig. 4, as one traverses the layer’s of the gene segment, the population % at the $i^{th}$ layer is with respect to the sub-population from the preceding layer. All three descriptors’ populations had more than 90% of its final population exploring relatively similar regions of the search space (i.e., same start gene). Of the population with the same start gene, the same phenomenon exists throughout the entire length of the gene segment (as shown in Table III). There is indeed a need for a method to not only promote, but also ensure population diversity. Such a method is given in the iECO features framework in the form of $\Theta$. It would be a moot point to give a similar table for the iECO features framework as it is guaranteed to abide by the constraints enforced by $\Theta$.

Next, we look at the gene segments of the individuals representing the top 20% of each population at the completion of the learning algorithm for both the ECO and iECO features frameworks. This, along with each individual’s fitness score is given in Tables IV and V for the ECO and iECO features framework, respectively. We only show this for the HOG feature descriptor; however, the same phenomenon holds true for the other two descriptors used herein. It is imperative to understand that the top 10% of the population are the elitist, therefore, there was no alteration of their genes. This is why most, if not all, of the first five individuals for each descriptor has gene segments that lack diversity– showing a sign of convergence. However, the next five individuals, from the iECO framework (Table V), have been subjected to the diversity promoting constraints and this is reflected in their gene segments. It becomes very obvious that iECO features framework results in a much more diverse population than the ECO features framework and thus, will have performed a more thorough exploration of the search space. This is a highly desirable property for GAs to possess as they are very susceptible to pre-mature convergence.

Furthermore, Table IV provides a great example of how the ECO features framework allows for nonsensical ordering of genes. To elaborate, look at the first individual’s second, third, and fourth gene. The second and third genes are consecutive Histogram of Oriented Gradients image transforms, which has no parameter. This is followed by a rank transform– why the need for the third gene? The repeated use of the third gene has no impact on the
null
wave infrared (FL-LWIR) imagery. This data set consists of 16 runs across two lanes at an arid United States Army test site. Of the 16 runs, 7 were from lane 1 and 9 from lane 2. Targets are buried at different depths, ranging from 1 to 6 inches, and also vary in terms of metal content, i.e., heavy to low to no metal content. Additionally, this data set was collected during the morning and afternoon to include the thermal variations that occur at different times of the day. Lane-based cross validation (CV) was used for testing, e.g., train an SVM using runs from lane 1 and test using runs from lane 2. Because co-plotting multiple ROCs on the same figure can be very difficult to view, we vertically average each individual runs ROC belonging to the lane being tested.

To assess the impact of the iECO framework, we compare its results with the ECO framework in two ways. First, a direct comparison between iECO and ECO are given. As will be shown, iECO vastly outperforms ECO features in this setting. Second, we show that the iECO framework also outperforms the ECO framework even if using the feature descriptors instead of ECO features (i.e., unrolling the transformed image). We believe that this is likely a result/indicative of the ECO framework’s poor searching of the solution space. Learning for both methods was performed on a very small subset of the training data (roughly 1%), half of which were targets (class 1) and half non-target (class 2). Lastly, results are given for experiments using only the best individual as well as using the top 5 individuals. This was done to explore the idea that the different individuals could each be learning something independent from each other that, when combined, improves system performance. To ensure clarity, the top $y$ individuals from each descriptor is used, not the globally best $y$ individuals and their corresponding descriptors.

1) **iECO Outperforms:** First, an assessment of the need for using feature descriptors instead of ECO features is given. Figure 5 shows the vertically averaged ROC curves along with the 95% confidence intervals resulting from the two approaches.

![Vertical averaged ROC curves with 95% confidence intervals](image)

(a) Testing lane 1

(b) Testing lane 2

Fig. 5. Vertically averaged ROC curves with 95% confidence intervals. iECO is shown as the solid blue line, and ECO as the dashed red line. For each, 95% confidence interval is overlaid in corresponding color.

Here we see iECO drastically outperforms ECO features. This supports our hypothesis that using cell-structured feature descriptors provides a much more robust method for capturing pertinent image data than does the ECO features. Additionally, this data set’s vast collection of varying target signatures (i.e., size, shape, texture, etc.) potentially exploits the ECO features’ vulnerability to intra-class variation. That is, the ECO features’ need for objects of interest to be presented in a relatively static/repetitive setting (e.g., images of faces that are centered and the focus of the imagery).

From this, the following question may arise. A major part of this paper’s contribution is in the diversity promoting constraints, how do we know that they are contributing to per-
formance improvement? Is improvement simply the result of using feature descriptors on the $T$ transformed imagery instead of ECO features? To investigate such a scenario, experiments were performed using the ECO framework; however feature descriptors were applied to ECO’s $T$ transformed imagery.

2) iECO – Is it Just the Descriptors?: We now provide preliminary results on the investigation into the impact iECO’s diversity promoting constraints has on a real-world application. It was already shown that $\Theta$ does have a positive impact in regards to ensuring population diversity is sustained, and thus, a more thorough search of the space is achieved. However, how does this translate in terms of system performance. Figures 6 and 7 show the vertically averaged ROC curves and 95% confidence intervals for experiments using the best individual and the top 5 individuals from each descriptors population, respectively.

![Testing Lane 1](image1)

![Testing Lane 2](image2)

Fig. 6. Vertically averaged ROC curves with 95% confidence intervals produced using each $f$’s best individual. iECO is shown as the solid blue line, and ECO as the dashed red line. For each, 95% confidence interval is overlaid in corresponding color.

Interestingly, iECO largely outperforms the ECO using feature descriptors approach. Noting that the only difference between the two methods in iECO and ECO using feature descriptors (really, a hybrid of ECO and iECO) is that iECO includes the diversity promoting constraints. Seeing that ECO using $f$ (best individual from each only– Fig 6) does in fact perform better than the ECO features reported in 5, support is gained for the introduced $\Theta$ being a key contributor to the overall improvement in system performance.

![Testing Lane 1](image3)

![Testing Lane 2](image4)

Fig. 7. Vertically averaged ROC curves with 95% confidence intervals produced using each $f$’s top 5 individuals. iECO is shown as the solid blue line, and ECO as the dashed red line. For each, 95% confidence interval is overlaid in corresponding color.

Lastly, a potentially unexpected result comes from comparing iECO’s performance in Figs. 6 and 7. That is, performance is actually better if only the best individual from each $f$ is used instead of a collection of top individuals. We do remind the reader that a very simply and straight-forward approach to feature fusion was used herein (feature vector concatenation)—future work is planned for investigating more sophisticated feature level fusion, which is likely required to see the full potential of the iECO framework.
IV. Conclusion

Herein, we proposed the iECO features framework. This advances the ECO features by using feature descriptors rather than a simple unrolling of a transformed image patch and also through the introduction of diversity promoting constraints. It was shown that iECO has a number of benefits and improvements to the ECO framework. Experimental results suggest that our constraints lead to a better searching of the solution space. Additionally, iECO tends to find individuals whose chromosomes are smaller in length, and therefore less computationally complex than the ECO algorithm. Furthermore, feature descriptors were shown to provide great performance improvement over ECO features. In future work, we plan to look into developing novel fusion techniques for improving the ability to identify discriminatory information for the different individuals and across the different feature descriptors. Additionally, we are developing methods that will track which volumes of the search space have been explored and ensure that the population is thoroughly diverse.
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